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Abstract

A local numerical invariant is a mapω which assigns to a local ringR a natural number
ω(R). It induces on any schemeX a partition given by the sets consisting of all points
x of X for which ω(OX,x) takes a fixed value. Criteria are given for this partition to be
constructible, in caseX is a scheme of finite type over a field. It follows that if the partition
is constructible, then it is finite, so that the invariant takes only finitely many different values
onX. Examples of local numerical invariants to which these results apply, are the regularity
defect, the Cohen-Macaulay defect, the Gorenstein defect, the complete intersection defect,
the Betti numbers and the (twisted) Bass numbers.

As an application, we obtain that an affine scheme of finite type over a field is ‘asymp-
totically a complete intersection’.

Key words: Constructible property, invariant, Betti number, Bass number, regularity
defect, complete intersection defect, Gorenstein defect, Cohen-Macaulay defect.

1 Introduction

In [2, Chap. IV,§9], Grothendieck studies in detail the nature of the subset on a
schemeX consisting of all points which have a certain property, or the fiber of
which with respect to a map of finite typeY → X has a certain property. To
name a few of these properties, points (or rather, their local rings) could be regular,
complete intersections, Gorenstein or Cohen-Macaulay, and fibers could be non-
empty, reduced or regular. Subsets defined by these conditions often turn out to
be open (or closed). This is particularly useful in arguments using induction on the
dimension, especially for the study of fibers of a map. In fact, all one needs to know
is that the set (or its complement) is dense for the induction to go through.
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The aim of this paper is to extend thisqualitativeanalysis of [2] to aquantitative
one in the following sense. Rather than study properties, we will study numerical
(and other) invariants which, in some sense, describe the defect that a particular
property holds. For instance, let(R,m) be a Noetherian local ring. Letd be its
dimension ande its embedding dimension, that is to say, the minimal number of
generators ofm. Then alwaysd ≤ e, with equality if and only ifR is regular. Hence
the numerical invariante − d measures the defect ofR being regular and accord-
ingly is called theregularity defectofR. The goal is now to study the collectionXs

of all points on a schemeX with a prescribed regularity defects ∈ N (the regularity
defect of a point is the regularity defect of its local ring). Our techniques will show
that at least for schemesX of finite type over a field, such a setXs is constructible.
In particular, as we let the regularity defect run over all possible values, we get a
constructible partition ofX (after dismissing thoseXs which are empty, of course).
Such a partition is necessarily finite: indeed, except for the finitely manyXs con-
taining a generic point, their dimension is strictly smaller than the dimension ofX
and hence by induction on the dimension, only finitely many can be non-empty. In
particular, there are only finitely many regularity defects which can occur on a fixed
scheme. This extends to include various other singularity defects, where we mean
with a singularity defectany of the following defects (see Section 7 for their def-
inition): regularity defect, Cohen-Macaulay defect, Gorenstein defect or complete
intersection defect.

Theorem 1.1 For each schemeX of finite type over a fieldK, the collection of
points for which a singularity defect has a fixed values, is a constructible subset of
X. In particular, a singularity defect takes only finitely many different values on a
schemeX.

More generally, iff : Y → X is a map of finite type of schemes of finite type over
K, then the collection of pointsy in Y for which the fiberf−1(f(y)) has a pre-
scribed singularity defect aty, is constructible, and only finitely many possibilities
for these values occur.

The first part, under the additional assumption thatK is algebraically closed, is
Theorem 7.1 below; the full version then follows from this by the results in the last
two sections. Applying the theorem for the complete intersection defect gives the
following corollary (see the end of Section 8 for a proof).

Theorem 1.2 For each mapf : Y → X of finite type of schemes of finite type over
a fieldK, there exists a numberDf ∈ N, such that for eachn and each point
x ∈ X, if the fiberYx := f−1(x) is embedded as a closed subscheme ofAn

k(x),
wherek(x) is the residue field of the pointx, thenYx is the (scheme-theoretic)
intersection of at mostDf + n hypersurfaces.

Corollary 1.3 LetX be an affine scheme of finite type over a fieldK and for each
closed immersioni : X ↪→ An(i)

K , let ρ(i) be the minimal number of hypersurfaces
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needed to defineX scheme-theoretically. ThenX is asymptotically a complete in-
tersectionin the sense that the limit ofρ(i)/n(i) for n(i) going to infinity is equal
to one.

Proof. By Theorem 1.2, there exists a boundD := D(X) such thatρ(i) ≤ D+n(i).
On the other hand, sinced := dim(X) is at leastn(i) − ρ(i) by Krull’s Principal
Ideal Theorem, we haven(i) − d ≤ ρ(i) ≤ n(i) + D, proving that in the limit
ρ(i)/n(i) is one. 2

Let me briefly describe the strategy for obtaining the constructibility results stated
in Theorem 1.1. To simplify the exposition, assume thatω denotes a numerical in-
variant, that is to say,ω assigns to a Noetherian local ringR a natural numberω(R).
(In the text we will deal with more complicated invariants, involving finitely gen-
erated modules and maps). LetX be a scheme of finite type over an algebraically
closed fieldK (the generalization to arbitrary fields is postponed until the last sec-
tion). We want to determine the nature of thelevelset

Xs := {x ∈ X | ω(OX,x) = s } , (1)

wheres is a natural number. In order to prove thatXs is constructible, we first show
thatXmax∩ Xs is constructible, whereXmax denotes the (topological) space of all
closed (that is to say,K-rational) points onX. Next we show thatXs is saturated,
in the following sense: for anyx ∈ Xs, we can find aspecializationy ∈ Xmax of x
which also lies inXs. It then follows, by a general argument discussed in Section 4,
thatXs is constructible. In fact, to prove thatXs is saturated, it suffices to show that
it is devissable(from the Frenchdévissage), meaning that for each non-closed point
x in Xs, we can find an openU ⊆ X containingx with the following property. Ify
is an immediate specialization ofx lying in U , theny lies also inXs. Under some
additional assumptions, namely, ifX is Cohen-Macaulay andω deforms well(that
is to say, is stable under reduction modulo a regular element; see Definition 5.3), it
suffices to check this forx a generic point ofX. It follows by an easy induction on
dimension that a devissable set is saturated.

In summary, our task is twofold. Given an invariantω and a schemeX over an
algebraically closed fieldK, in order to prove that the level setsXs are constructible
we have to establish the following two facts:

(1.3.1) Each level setXs when restricted to the space of closed pointsXmax is con-
structible (in the induced Zariski topology).

(1.3.2) Each level setXs is devissable.

It turns out that the first condition is model-theoretic in nature and the second is
algebraic. To solve problem (1.3.1) for the invariants mentioned in the abstract,
the necessary research has already been carried out in [6] and I only need to dis-
cuss how to translate the results from that paper into the geometric language of this
paper. This is carried out in the second section. The model-theoretic approach guar-
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antees that these constructibility results will be base field free whence also charac-
teristic free. The advantage of this is the applicability of the Lefschetz Principle
and is demonstrated in length in the papers [6,7]. It also provides us with a more
uniform and functorial result, which is needed for the second part of Theorem 1.1.

The third and fourth section develop the general theory. The two subsequent sec-
tions put this general theory to use by showing the constructibility of the Betti and
Bass numbers and the singularity defects. Most of the work here goes to proving
devissability, that is to say, to solving problem (1.3.2). In fact, in view of the alge-
braic nature, this part can be carried out in a more general setup: often it suffices
that the scheme is excellent. The penultimate section deals with a relative version
needed for the second part of Theorem 1.1 and the final section explains how these
results can be extended to base fields which are no longer algebraically closed,
using some form of faithfully flat descent.

Notation. In this paper, except in the last section,K will always denote some
algebraically closed field. Schemes will always be understood to be Noetherian,
and often, they will be of finite type overK. If a schemeX is defined overZ, then
X(K) will denote the set ofK-rational points ofX andXK the base change toK,
that is to say,XK = X × SpecK. In other words,X(K) = (XK)max. An affine
algebra is an algebra essentially of finite type over a field.

The difference of two setsF andG is denoted byF − G. Whenever it is clear in
which ambient setX we work, we will denote the complementX − F of a subset
F of X simply by−F .

2 Local invariants

All rings and schemes in this paper will be understood to be Noetherian. LetS be
an arbitrary set; oftenS will just be the set of natural numbersN.

Definition 2.1 With a(local,S-valued, ring) invariant, we mean a functionω which
assigns to a Noetherian local ringR an elementω(R) in S. With a(local,S-valued)
module invariantω, we mean a function which assigns to a pair(R,M), an element
ω(R,M) ∈ S, whereR is a Noetherian local ring andM a finitely generatedR-
module.

If the ring R is understood, we might just writeω(M) for ω(R,M). Sometimes
we simply talk about a local invariant and leave it to the context whether a module
invariant or a ring invariant is meant, or which values this invariant takes. In case
S ⊆ Z (possibly including also±∞), we callω anumerical invariant. For naturally
occurring invariants, we often have to restrict the scope ofω to a subclass of pairs
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(R,M), although we could formally circumvent this by adding a symbol toS which
we then assign to a pair with undefinedω-value. Anyway, at times, we will be only
interested in an invariant restricted to a certain subclass, and we will make this then
explicit.

Let X be a scheme andF a coherentOX-module. Given a pointx ∈ X, we say
that ω is defined(for F) at x if it is defined onOX,x (respectively, on the pair
(OX,x,Fx)). When this is the case, we put

ωX(x) := ω(OX,x), respectively ωX(x,F) := ω(OX,x,Fx),

where we may leave out the subscriptX if the underlying schemeX is understood.
We say thatω is defined(for F) onX, if its defined (forF) at each point ofX.
Since we are especially interested in schemes of finite type over an algebraically
closed field, we reserve a special name for any invariant that is defined on them: we
will say that such an invariant isof finite type. Assumeω is defined (forF) onX.
For s ∈ S, we define thelevel setto be the set

ω−1
X (s) := {x ∈ X | ω(x) = s }

or, in case of a module invariant, the set

ω−1
X,F(s) := {x ∈ X | ω(x,F) = s } .

3 Geometrically constructible sets

Let X be a Noetherian scheme. With asubsetT of X we really mean a subset
of the underlying set of points ofX. TheZariski closureof T will be denoted by
cl(T ). Recall thatT is calledconstructibleif it is a finite Boolean combination of
Zariski closed subsets. Theconstructible topologyonX has as opens precisely the
constructible subsets ofX. We denote the collection of all closed points ofX by
Xmax, and view it with its induced Zariski topology. More generally, for an arbitrary
subsetT ⊆ X, we putTmax := Xmax∩ T .

Geometrically constructible sets. A subsetT of X is calledgeometrically con-
structible, if there exists a constructible subsetF of X, such thatFmax = Tmax. In
other words,T is geometrically constructible ifTmax is constructible inXmax. Re-
call that a scheme is calledJacobsonif it admits a finite open covering by affine
schemesSpecAi with eachAi a NoetherianJacobsonring, that is to say, a Noethe-
rian ring in which each radical ideal is equal to the intersection of all maximal ideals
containing it. Any scheme of finite type over a field is Jacobson; more generally, so
is any scheme of finite type over a Noetherian Jacobson ring ([1, Theorem A.17]).
We proved in [10, Theorem 1.13] thatX is Jacobson if and only if every closed
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subset of dimensiond > 0 contains infinitely many irreducible closed subsets of
dimensiond− 1, if and only if any constructible subset has the same dimension as
its closure. Here are some further characterizations.

Lemma 3.1 For a Noetherian schemeX, the following are equivalent:

• X is Jacobson;
• if F,G ⊆ X are constructible andFmax = Gmax, thenF = G;
• Xmax is dense in the constructible topology.

Proof. Note thatXmax being dense in the constructible topology means thatFmax

is non-empty, wheneverF is a non-empty constructible subset. Applying this crite-
rion to the symmetric difference(F −G) ∪ (G− F ), we see that the last two con-
ditions are equivalent. Remains to prove the equivalence with the first condition.
Since the problem is local, we may assume thatX = SpecA is affine. Assume first
thatA is Jacobson and supposeF is a non-empty constructible subset. Since we
want to show thatFmax 6= ∅, we may reduce to the case thatF = V ∩ U is locally
closed, withV a closed subset andU an open subset. SinceV is also Jacobson, we
may replaceX by V and hence assume thatF is a non-empty open subset, say of
the formX − V(a), with a a radical ideal. Sincea is the intersection of all max-
imal ideals containing it and since it is not nilpotent lestF be empty, there must
be at least one maximal idealm of A not containinga. This maximal ideal then
determines a closed point insideF , as we wanted to show.

Conversely, leta be a radical ideal and letb be the intersection of all maximal
ideals containinga. Let F andG be the closed subsets defined bya andb respec-
tively. By construction,Fmax = Gmax, and hence by assumption,F = G. By the
Nullstellensatz, this in turn impliesa = b. 2

In order to solve problem (1.3.1) from the Introduction, that is, to show that the
level sets are geometrically constructible, we restrict to the case of a scheme of
finite type over an algebraically closed fieldK. As we need to study the behavior
of a local invariant in families, we need the notion of afamily of affine local rings.
Moreover, we also want to include finitely generated modules in our treatment.
Algebraic geometry does not provide us with such families in a straightforward
way, so that we need the following device.

Let g : Y → U be a map of finite type between schemes of finite type overZ. By
the definability results in [5,6], there exists a constructible subsetIrrg of U , such
that for each algebraically closed fieldK, aK-rational pointu of U(K) lies in
Irrg(K) if and only if g−1(u) is irreducible (as a scheme overK). If Y itself is
irreducible, thenIrrg is dense.

Definition 3.2 LetX be a scheme of finite type overZ. With anabstract familyR
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of local rings onX we mean a commutative diagram

?

-

?
-

XY

TU

g f

π

γ

(2)

of maps of finite type overZ.

One verifies that for eachu ∈ U , the image ofg−1(u) underγ is mapped inside
f−1(π(u)). By the same argument as above, there is a constructible subsetIrrR of
U , such that for each algebraically closed fieldK and eachu ∈ U(K), the Zariski
closure ofγ(g−1(u)) is irreducible if and only ifu lies in IrrR(K). ClearlyIrrg is
contained inIrrR, but the latter set might be bigger. IfF is a coherentOX-module,
then we call the pairM = (R,F) anabstract family of local modules onX. For
an algebraically closed fieldK, these yield families of affine localK-algebras and
finitely generated modules as follows. For eachK-rational pointu in IrrR(K),
let Ru be the localization of the coordinate ring off−1(π(u)) at the prime ideal
defining the closure ofγ(g−1(u)) in the former fiber. In other words,Ru is the stalk
of f−1(π(u)) at the pointη, whereη is the generic point ofγ(g−1(u)). For instance,
if all schemes inR are affine with a corresponding commutative diagram

?

-

?
-

DC

BA

(3)

of finitely generatedZ-algebra homomorphisms (so thatX = SpecA, etc.), then
Ru is isomorphic to

(AK/(n ∩ CK)AK)nBK∩AK

wheren is the maximal ideal ofDK associated to theK-rational pointu ∈ U(K)
and where a subscriptK denotes the base change toK. To obtain a family of finitely
generatedRu-modules, letMu be the base changeF ⊗ Ru. An affine localK-
algebraRu or a finitely generated moduleMu will be referred to as anactualization
overK of the abstract family.

3.2.1 Family of closed stalks. An example of an abstract family is thefamily
of closed stalksof a schemeX over Z defined as follows. LetU be equal toX,
Y equal toX × X andT equal toSpec Z, with g andγ the projections onto the
second component andπ andf the canonical maps toSpec Z. Forx ∈ X(K), the
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fiber g−1(x) is mapped underγ to the singleton{x}, whereasf−1(π(x)) is XK ,
so thatRx

∼= OXK ,x. If, moreover, we have an abstract family of local modules
M over this family of closed stalks given by a coherentOX-moduleF , then its
actualizations are exactly the stalks(FK)x (whereFK is the base change ofF to
K).

3.2.2 Definability in families. We say that anS-valued invariantω of finite type
is definable in families, if for each schemeX of finite type overZ, for each abstract
family of local ringsR onX as in (2) and for eachs ∈ S, there exists a constructible
subsetLR,s ⊆ IrrR (defined overZ), such that for each algebraically closed field
K, aK-rational pointu of IrrR(K) lies in LR,s(K) if and only if ω(Ru) = s.
Similarly, anS-valued module invariantω of finite type isdefinable in families, if
for each abstract family of local modulesM = (R,F) onX and for eachs ∈ S,
there is a constructible subsetLM,s of IrrR, such thatu ∈ LM,s(K) if and only if
ω(Ru,Mu) = s, for every algebraically closed fieldK and everyu ∈ IrrR(K).

Theorem 3.3 Let ω be anS-valued invariant which is definable in families. For
each schemeX of finite type over an algebraically closed fieldK, for each coherent
OX-moduleF and for eachs ∈ S, the level setω−1

X,F(s) (respectively, the level set
ω−1

X (s) in the ring invariant case) is geometrically constructible.

Proof. LetX ′ be a scheme of finite type overZ such thatX ′
K = X. Now apply the

definition to the family of closed stalks ofX ′ defined in§3.2.1. 2

In [6], I laid out the basis to prove that many of the invariants encountered in com-
mutative algebra and algebraic geometry are definable in families. The key obser-
vation is that many invariants are defined using (co)homology, and in particular,
using Tor and Ext groups. Therefore, the main results in that paper, are derived
from the fact that these cohomology groups are definable in families. This in turn
follows from the fact that they are bounded in the sense thatTorR

i (M,N) has de-
gree complexity (see below) uniformly bounded by the degree complexities ofR,
M andN . In the remainder of this section, I will briefly explain the notion ofde-
gree complexityand show how the present definition of being definable in families
is identical with the model-theoretic one in [6,7].

Let us fix some notation. LetA be a finitely generatedK-algebra, say of the
form K[ξ]/I for some idealI of K[ξ] and for some fixed set of variablesξ =
(ξ1, . . . , ξn). Let p be a prime ideal ofA and letR := Ap, so thatR is an example
of an affine localK-algebra. Finally, letM be finitely generatedR-module and
choose an exact sequenceRb → Ra → M → 0. Since the first map is given by a
matrixAM overR, we simply say thatM is given as thecokernel ofAM .

Definition 3.4 We say thatA (respectively,R) hasdegree complexityat mostd,
if n ≤ d and if I (respectively,I andp) is generated by polynomials of degree at
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mostd. If, moreover,a, b ≤ d and each entry of the matrixAM can be written as a
fraction p/q with p andq of degree at mostd andq /∈ p, then we say thatM has
degree complexityat mostd.

If I = (f1, . . . , fs)K[ξ], with fi of degree at mostd, then the tupleaA of all coef-
ficients of thefi, listed in a once and for all fixed order, completely determinesA.
Similarly, if p = (g1, . . . , gt)K[ξ], with gj of degree at mostd, then the tupleaR

of all coefficients of thefi and thegj completely determinesR. We call the tuples
aA andaR codesfor A andR. Moreover, one checks that the length of these tuples
is completely determined byd. The tuple of all coefficients of all entries ofAM

together with a code forR, is acodeaM for M . Clearly, the length of this code
depends only on the degree complexity. (For these definitions, we do not need to
assume thatK is algebraically closed).

In [6], a propertyP of affine local algebras (respectively, of finitely generated mod-
ules over affine local algebras) is calledasymptotically definable, if, for eachd,
there is a first order formulaψd,P, without parameters, such that a codeaR of an
affine localK-algebraR of degree complexity at mostd (respectively, a codeaM

of a finitely generatedR-moduleM of degree complexity at mostd), satisfies the
formulaψd,P if and only if R (respectively,M ) has propertyP. It is important to
note that these formulae are independent from the fieldK. Let ω be anS-valued
invariant and lets ∈ S. Let us writePω,s for the property that a local ring (or a
module) hasω-values. In Theorem 3.5 below, I will show thatω is definable in
families if and only if the propertyPω,s is asymptotically definable, for eachs ∈ S.
For the proof, we need to describe the family of all affine local rings of degree
complexity at mostd.

3.4.1 Universal families. Let ξ = (ξ1, . . . , ξn) be a fixed set of variables andd
a positive integer. LetF be thegeneral polynomialof degreed in the variablesξ
given by

F (t, ξ) :=
∑
α

tαξ
α

whereα runs over all indicesα = (α1, . . . , αn) with α1 + · · ·+ αn ≤ d and where
t is a tuple of variables, say of lengthN = N(d). Let τi beN -tuples of variables
and letτ be the tuple of all theseτi, for i = 1, . . . , N . Let A be the quotient of
Z[τ, ξ] modulo the ideal generated by allF (τi, ξ), for i = 1, . . . , N . In other words,
one could think ofX := SpecA as the intersection ofN general hypersurfaces
of τ -degree one andξ-degree at mostd. Let T be the affineN2-spaceSpec Z[τ ].
The closed fibers off : X → T are precisely the finitely generatedK-algebras of
degree complexity at mostd (just observe that any ideal generated by polynomials
of degree at mostd requires at mostN generators).

To obtain local affine algebras, we essentially duplicate this construction: letτ ′i be
newN -tuples of variables and letσ be the tuple of all theτi andτ ′i , for i = 1, . . . , N .
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Let Y be the closed subscheme of affine2N2 + n space defined by allF (τi, ξ)
and allF (τ ′i , ξ) and letU be affineσ-space. This yields an abstract familyR(d)

given by a commutative diagram (2), called theuniversal family of affine local
algebras of degree complexity at mostd. The actualizations of this family are then
precisely the affine localK-algebras of degree complexity at mostd. Indeed, if
u = (t, t′) ∈ IrrR(d)(K), theng−1(u) andf−1(t) have coordinate ringsK[ξ]/p and
K[ξ]/I respectively, whereI is the ideal generated by allF (ti, ξ) and wherep is
the ideal generated byI and allF (t′i, ξ). By construction,p is prime. Therefore,
R(d)

u is the localization ofK[ξ]/I atp and so is an affine localK-algebra of degree
complexity at mostd. Conversely, any affine localK-algebra of degree complexity
at mostd is realized in this way.

The reason for calling the familiesR(d) ‘universal’ is because any abstract family
is a subfamily of someR(d), in the sense that every actualization of the former is
isomorphic to some actualization of the latter, over any algebraically closed field.
Indeed, choosed bigger than the degree of any polynomial defining the schemes
and the maps occurring in the commutative diagram of an abstract family (since
everything is of finite type and locally affine, there is such a maximal value). In
fact, this ‘embedding’ of an abstract family in a universal family can be carried out
in a constructible way, which is what we need to prove the equivalence of the two
definitions.

Theorem 3.5 An S-valued invariantω of finite type is definable in families if and
only if for eachs ∈ S, the propertyPω,s is asymptotically definable.

Proof. By construction of the familiesR(d), it is clear thatPω,s is asymptotically
definable ifω is definable in families. Conversely, assumePω,s is asymptotically
definable, for a fixeds ∈ S. I will only treat the ring invariant case; the module
invariant case is completely analogous. LetX be a scheme and letR be an abstract
family of local rings onX. We need to show that there exists a constructible subset
LR,s of IrrR, such that for each algebraically closed fieldK, aK-rational point
u in IrrR(K) lies in LR,s(K) if and only if ω(Ru) = s. Since the property we
seek to prove is local in the constructible topology, we may assume without loss of
generality that all schemes inR are affine. Let

?

-

?
-

DC

BA

(4)

be the corresponding commutative diagram of finitely generatedZ-algebras. As
before, we will write a subscriptK to denote the base change to an algebraically
closed fieldK. Let n be the maximal ideal ofDK corresponding to aK-rational
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pointu in IrrR. By definition

Ru = (AK/(n ∩ CK)AK)nBK∩AK

where by assumptionnBK ∩ AK is a prime ideal. SinceU andT are closed sub-
schemes of affine spaces, we may assume without loss of generality thatC = Z[τ ]
andD = Z[σ], for some tuples of variablesτ andσ. SupposeC → D is given by
τ = P (σ), for some tupleP of polynomials with integer coefficients. SinceA and
B are finitely generated overC andD respectively, we may writeA ∼= Z[τ, ξ]/I
andB ∼= Z[σ, ζ]/J for some tuples of variablesξ andζ and some idealsI andJ .
In view of the commutativity of diagram (4), the homomorphismA → B is given
by τ = P (σ) andξ = Q(σ, ζ), for some tupleQ of polynomials with integer co-
efficients. Taked ∈ N larger than the degree of any polynomial involved, that is
to say, each entry ofP andQ has degree at mostd, and the idealsI andJ can be
generated by polynomials of degree at mostd.

With this notation,n is the ideal inDK = K[σ] generated by the linear formsσi−ai,
where theai are the coordinates of the pointu. Therefore,n ∩ CK is generated by
the linear formsτi − Pi(au), whereau is the tuple of coordinatesai of u. If we
putAu equal toAK/(n∩CK)AK , thenAu is isomorphic toK[ξ]/I(P (au)), where
I(P (au)) denotes the ideal inK[ξ] obtained fromI by substitutingP (au) for the
variablesτ . In particular,Au has degree complexity at mostd2. Moreover, there
exists a maph : U → AN

Z , such that its base changehK sendsu to a code of the
K-algebraAu of degree complexity at mostd.

Next, we want to describe a code for the prime idealnBK ∩ AK . Note that if we
localizeAu with respect to this prime ideal, we getRu. It follows from [6, The-
orem 2.7] thatnBK ∩ AK is generated by (images of) polynomials of degree at
mostd′, whered′ only depends ond (and not onu nor onK). A polynomial in
K[τ, ξ] of degree at mostd′ can be written in the formF (w, τ, ξ), for some tu-
ple w overK and some polynomialF with integer coefficients of degree at most
d′ + 1. One checks that such a polynomialF (w, τ, ξ) lies innBK ∩AK if and only
if F (w, P (au), Q(au, ζ)) lies inJ(au), whereJ(au) denotes the ideal inK[ζ] ob-
tained fromJ by substitutingau for the variablesσ. It follows from the arguments
in [6] that there exists a first order formulaψd without parameters (not depending on
K nor onu but solely ond), such that(au,w) satisfiesψd if and only if F (w, τ, ξ)
lies in nBK ∩ AK . To obtain a code forRu, we now do the following. Consider
the conditionΨd on a tuple(au,w1, . . . ,wN ′) expressing that each(au,wi) satis-
fiesψd and, for any other tuplew, if (au,w) satisfiesψd, thenF (w, τ, ξ) is a linear
combination of theF (wi, τ, ξ) moduloJ(au). Here we takeN ′ equal to the number
of monomials inN+d variables of degree at mostd′+1 (it follows thatnBK ∩AK

is generated by at mostN ′ elements). Another application of [6] shows thatΨd is a
first order statement. Moreover, a tuple(au,w1, . . . ,wN ′) satisfiesΨd if and only
if (w1, . . . ,wN ′) is a code for the prime idealnBK ∩ AK .

In summary, any tuple(hK(u),w1, . . . ,wN ′) for which (au,w1, . . . ,wN ′) satis-
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fies Ψd is a code forRu. By the asymptotical definability ofPω,s, there exists a
first order formulaϕd,s, such that if a tuple(hK(u),w1, . . . ,wN ′) satisfiesϕd,s and
(au,w1, . . . ,wN ′) satisfiesΨd, thenω(Ru) = s. Therefore, letΦd,s be the formula
stating thatu ∈ IrrR and that there exist tupleswi such that(hk(u),w1, . . . ,wN ′)
satisfiesϕd,s and(au,w1, . . . ,wN ′) satisfiesΨd. It follows thatau satisfiesΦd,s if
and only ifω(Ru) = s. Since the theory of algebraically closed fields has Quanti-
fier Elimination, the set defined by the formulaΦd,s is a constructible subsetLR,s

of IrrR, which therefore has the required properties.2

4 Constructible sets

In this section,X denotes an arbitrary Noetherian scheme andT ⊆ X an arbi-
trary subset (of points ofX). A point y ∈ X is called aspecializationof a point
x ∈ X or anx-specialization, if y lies in cl({x}). We say thaty is an immedi-
ate x-specializationif y is minimal in cl({x}) − {x}. If y is an (immediate)x-
specialization, then we will also say that thatx is an (immediate) y-generalization.
If X = SpecA is affine andp andq are the prime ideals ofA corresponding re-
spectively tox andy, theny is ax-specialization if and only ifq is anoverprime
of p, that is to say,p ⊆ q; andy is an immediatex-specialization, if there is no
prime ideal strictly in betweenp andq, in which case we say thatq is animmediate
overprimeof p. Note thatq is an immediate overprime ofp if and only if its image
in A/p has height one.

Definition 4.1 (Saturated Sets)We say thatT is saturated, if for eachx ∈ T , we
can find a closed pointy ∈ T which is a specialization ofx.

Lemma 4.2 LetX be a scheme andT a subset ofX. If

(4.2.1) T is geometrically constructible, and,
(4.2.2) for each open subsetU ofX, bothT ∩ U and(−T ) ∩ U are saturated inU ,

thenT is constructible.

Proof. As the problem is local, we may assume without loss of generality that
X = SpecA is affine. Assume that

Fmax = Tmax (5)

with F a constructible set of the form

(V(a1) ∩ U1) ∪ · · · ∪ ( V(as) ∩ Us)

with eachai an ideal ofA andUi a Zariski open ofSpecA. Let x ∈ F and letp be
the prime ideal inA corresponding tox. Hence for somei, say fori = 1, we have
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a1 ⊆ p andp ∈ U1. Suppose thatx /∈ T . As (−T ) ∩ U1 is saturated, we can find
a maximal idealm of A, containingp and belonging to(−T ) ∩ U1. It follows that
m ∈ V(a1) ∩ U1 ⊆ F and hence by (5), thatm ∈ T , contradiction.

In other words, we showed thatF ⊆ T . By the same argument, this time applied
to−T and−F , and using thatT ∩ U is saturated, it follows that also−F ⊆ −T .
Putting these two inclusions together, we obtain thatF = T . 2

Note that conversely, ifX is Jacobson, then each non-empty constructible subset
contains a closed point by Lemma 3.1, and therefore each constructible set satisfies
Conditions (4.2.1) and (4.2.2) of Lemma 4.2. On the other hand, ifA is a local ring,
then the only subsets ofX = SpecA satisfying (4.2.2) are∅ andX. Let us call a
subsetT universally saturated, if T ∩ U is saturated, for every openU in X.

Definition 4.3 We callT devissableif, for each non-closed pointx ∈ T , we can
find an openU ofX containingx, such that any immediatex-specializationy in U
belongs toT .

Of interest is also the following stronger variant: we callT strongly devissableif for
each pointx ∈ T , we can find an openU containingx, such thatU ∩ cl({x}) ⊆ T ,
that is to say, if anyx-specialization insideU belongs toT . Any subset ofXmax

is trivially devissable, showing that in general, devissable subsets need not be con-
structible (but the converse does hold by Theorem 4.4 below). It is not hard to see
that an arbitrary union or a finite intersection of (strongly) devissable subsets is
again (strongly) devissable. Recall thatT is said to beind-constructible, if it is an
arbitrary union of constructible subsets. The complement of an ind-constructible
subset, that is to say, an arbitrary intersection of constructible subsets, is called a
pro-constructiblesubset.

Theorem 4.4 LetX be a Noetherian scheme andT a subset ofX. Consider the
following properties the subsetT can have

(4.4.1) constructible;
(4.4.2) ind-constructible;
(4.4.3) strongly devissable;
(4.4.4) devissable;
(4.4.5) universally saturated;
(4.4.6) saturated.

Then we have implications

(4.4.1)⇒ (4.4.2)⇔ (4.4.3)⇒ (4.4.4) and (4.4.5)⇒ (4.4.6).

Moreover, ifX is Jacobson, then(4.4.4)⇒ (4.4.5).

If T is geometrically constructible, and bothT and−T are universally saturated,
thenT is constructible.
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Proof. The last statement is just Lemma 4.2, so that we only need to prove the
stated implications. The implications (4.4.1)⇒ (4.4.2), (4.4.3)⇒ (4.4.4) and
(4.4.5)⇒ (4.4.6) are immediate. Hence assumeT ind-constructible, say the union
of locally closed setsVi ∩ Ui, whereVi is closed andUi is open. Forx ∈ T , say
x ∈ Vi0 ∩ Ui0 , it suffices to takeU = Ui0 in the definition of strong devissability.
This proves (4.4.2)⇒ (4.4.3). Conversely, ifT is strongly devissable, then we can
find for eachx ∈ T an openUx such that the locally closed setUx ∩ cl({x}) is
contained inT . Therefore,T is the union of all theUx ∩ cl({x}) whence is ind-
constructible.

Remains to show (4.4.4)⇒ (4.4.5) under the additional assumption thatX is Ja-
cobson. IfT is devissable, then so isT ∩ U for all openU . Hence it suffices to
show that ifT is devissable, then it is saturated. Let us prove by downward induc-
tion on the dimension ofOX,x that any non-closed pointx ∈ T admits a closed
x-specialization inT . By assumption, there exists an openU containingx, such
that any immediatex-specializationy ∈ U belongs toT . Let F := U ∩ cl({x}).
SinceFmax is non-empty by Lemma 3.1, there exists at least one immediatex-
specializationy ∈ F . By the choice ofU , the pointy belongs toT . By induction,
there existsz ∈ Tmax generalizing toy, whence tox, as we wanted to show.2

In fact, we can add the following characterization to the ones in Lemma 3.1: every
constructible subset ofX is saturated if and only ifX is Jacobson. Indeed, we just
proved one direction. For the other, it suffices by Lemma 3.1 to show thatFmax

is non-empty wheneverF is non-empty, and this is clear since by assumption, if
x ∈ F , then there exists a specialization ofx which lies inFmax.

For the reader’s convenience, I have included the following well-known results on
the constructible topology.

Proposition 4.5 LetX be a Noetherian scheme. IfFi, for i ∈ I, are constructible
subsets ofX whose union is equal toX, then already finitely many coverX. In
other words,X is quasi-compact in the constructible topology.

Proof. We will prove this by Noetherian induction, which means that we may as-
sume that it holds for any proper closed subset ofX and we now have to show it for
X itself. In particular, we may assumeX is irreducible. Without loss of generality,
since a constructible set is a finite union of locally closed sets, we may also assume
that eachFi is locally closed, that is to say, of the formUi∩Zi with Ui Zariski open
andZi Zariski closed. Letη be the generic point ofX and assumeFi0 containsη.
Therefore,Zi0, being a closed set containing the generic point, must be equal toX.
In other words,Fi0 is Zariski open. LetX0 be the complement ofFi0 . Clearly, the
collection of allFi−Fi0 coverX0, so that by Noetherian induction, already finitely
many coverX0, say fori ∈ I0 with I0 a finite subset ofI. It is now clear thatX is
the union ofFi0 and allFi with i ∈ I0. 2

Corollary 4.6 Let X be a Noetherian scheme andF a subset ofX. ThenF is
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constructible if and only if it is pro-constructible and ind-constructible.

Proof. LetF be pro-constructible and ind-constructible. In particular, we can write

F =
⋃
i∈I

Fi and − F =
⋃
j∈J

Gj,

with Fi andGj constructible subsets. TheFi together with theGj form a covering
of X. By Proposition 4.5, we can find subsetsI0 ⊆ I andJ0 ⊆ J , such that theFi

andGj coverX, for i ∈ I0 andj ∈ J0. One checks thatF is the union of allFi

with i ∈ I0 whence is constructible.2

Corollary 4.7 LetX be a Noetherian scheme andF a finite partition ofX. If each
member ofF is strongly devissable, thenF is constructible.

Proof. By Theorem 4.4, eachF ∈ F is ind-constructible. Moreover,F is the union
of the complements of the other members, and therefore is pro-constructible since
the partition is finite. Hence,F is constructible by Corollary 4.6.2

In particular, a subsetT is constructible if and only ifT and its complement are
strongly devissable. Let us consider the following weaker variant: callT ⊆ X bi-
devissableif T and−T are both devissable. IfX is a one-dimensional scheme or a
semi-local two-dimensional scheme, then a subsetT is constructible if and only if
it is bi-devissable. Indeed, we only need to prove sufficiency, and for that we may
assumeX is irreducible and affine, since the problem is local. ReplacingT by its
complement if necessary, we may assume thatT contains the generic point. Since
T is devissable, there is some non-empty openU such that any height one prime in
U belongs toT . Since we may chooseU disjoint fromXmax in the semi-local case,
we getU ⊆ T . Since−U is finite,T is easily seen to be constructible.

This last result is no longer true in higher dimensions. For instance, letX be the
affine plane overC and letT ⊆ X consist of all closed points with coordinates
(en, n), for n ∈ N. Clearly,T is ind-constructible whence devissable, but not con-
structible. SinceT lies on the transcendental curveξ1 = eξ2, any (algebraic) curve
in X meetsT only in finitely many points. In particular,cl({x}) − T is a con-
structible subset for each non-closed pointx other than the generic pointη. Since
−T −{η} is the union of all these constructible subsets, it is also ind-constructible.
Furthermore, any immediateη-specialization belongs to−T . These two results to-
gether prove that−T is devissable and hence thatT is bi-devissable but not con-
structible. We can build a similar example of a non-constructible bi-devissable sub-
set in a local scheme of dimension three or higher. In particular, we cannot leave
out the Jacobson condition in the next result.

Theorem 4.8 LetX be a Jacobson scheme andF a partition ofX. If each member
of F is geometrically constructible and devissable, thenF is constructible and
finite.
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Proof. Note that ifF ∈ F is devissable, then so is its complement, since deviss-
ability is preserved under arbitrary unions and since−F is the union of the other
members inF . HenceF is constructible by Theorem 4.4, whence finite by Propo-
sition 4.5. 2

We may replace devissability in the statement by the weaker condition that the
invariant is universally saturated. We conclude this section with a generalization,
which might be useful when dealing with arbitrary schemes.

4.8.2 Γ-constructible subsets. Let X be a scheme andΓ a subset ofX. We
say that a subsetT ⊆ X is Γ-constructibleif there exists a constructible subset
F ⊆ X such thatT ∩ Γ = F ∩ Γ. In other words,T is Γ-constructible, ifT ∩ Γ
is constructible in the induced topology onΓ. Moreover, we will say thatT is Γ-
saturated, if eachx ∈ T admits a specialization belonging toT ∩ Γ. As before, we
then say thatT is universallyΓ-saturated, if T ∩U is Γ-saturated inU , for any open
U ⊆ X. Note that ifΓ = Xmax, then we recover the homonymous concepts defined
previously. Inspecting the proof of Lemma 4.2, we immediately get the following
generalization.

Lemma 4.9 LetX be a scheme andT a subset ofX. If T is Γ-constructible, and,
bothT and−T are universallyΓ-saturated, thenT is constructible. The converse
holds ifΓ is dense in the constructible topology.

5 Constructible invariants

Let ω be anS-valued invariant. LetP be one of the properties (4.4.1)–(4.4.6) in
Theorem 4.4, or for that matter any property of subsets of a scheme.

Definition 5.1 We say thatω has propertyP, if for each schemeX, for each co-
herentOX-moduleF and for eachs ∈ S, the level setω−1

X,F(s) (or, in the ring case,
the level setω−1

X (s)) has propertyP.

Of course, our convention for partially defined invariants is still in effect, meaning
that we only quantify over those schemes or sheaves for whichω is defined. For
instance, ifω is a of finite type, then in the above definitionX is assumed to be
of finite type over an algebraically closed field. Sinceω is only a property about
local rings (and their modules), any saturated invariant is universally saturated. In
this new terminology, Theorem 3.3 states that any invariant which is definable in
families is geometrically constructible. On occasion, we will use the following al-
gebraic translation of what it means for an invariantω to be devissable: for every
Noetherian ringA, every finitely generatedA-moduleM and every non-maximal
prime idealg in A, there existsc /∈ g such thatω(Ag,Mg) = ω(Ap,Mp) for all

16



height one prime idealsp in Ac/gAc. Here we have identified the height one prime
ideals ofAc/gAc with the immediate overprimes ofg not containingc, via the nat-
ural locally closed immersionSpec(Ac/gAc) ↪→ SpecA. A similar criterion exists
for strong devissability, where we now impose no restriction on the height ofp in
the above.

Theorem 5.2 Let ω be anS-valued invariant of finite type. Ifω is definable in
families and devissable (or, saturated), then it is constructible. In particular, ifX is
a scheme of finite type over an algebraically closed fieldK and ifF is a coherent
OX-module, thenω(x,F) takes only finitely many different values asx runs over
all points ofX.

Moreover, ifX is irreducible, then there is some non-empty openU ofX such that
ω(·,F) is constant onU .

Proof. Immediate from Theorem 4.8 and Theorem 3.3. For the last statement, let
η be the generic point ofX and lets := ω(η,F). The level setω−1

X,F(s) is a finite
union of locally closed subsets, one of which containsη and therefore is open.2

More generally, ifX is a Jacobson scheme andω is an arbitrary invariant which is
geometrically constructible and devissable onX, then it is constructible onX by
Theorem 4.8. The value at the generic point of an irreducible scheme is sometimes
referred to as thegeneric value. The last statement in Theorem 5.2 justifies this
terminology. Ifω is a ring invariant andX is moreover integral, then the generic
value is equal toω(K(X)), whereK(X) is the function field ofX. Often, an
invariant is preserved under scalar extensions (see definition 9.1 below), so that
in that case, the generic value is equal toω(K) and even toω(F), whereF is the
prime field of the same characteristic asK. In other words, the generic value only
depends on the characteristic of the base field. For instance the singularity defects
(see Section 7 below) all have generic value zero. In the next two sections, we
will treat in detail some numerical invariants: Betti numbers, Bass numbers and
defects. Here are some more examples. In the next two examples, letC be a finitely
generatedZ-algebra.

5.2.1 Height. Let I be an ideal inC and define a ring invariant onC-algebras by
puttingωht

I (R) := ht(IR), for any localC-algebraR. Here we take the convention
that the unit ideal has height∞, so thatωht

I is an invariant withS = N ∪ {∞}.
It follows from [6, Proposition 5.1] in conjunction with Theorem 3.5 thatωht

I , or
rather, the invariant of finite type determined by it, is definable in families in the
sense that for any abstract familyR ofC-algebras, the set of closed pointsu in IrrR

for which IRu has a fixed height, is (geometrically) constructible. We next argue
thatωht

I is also devissable. Namely, letA be a NoetherianC-algebra and letg be a
non-maximal prime ideal. Supposeht(IAg) = s. If s = ∞, meaning thatI 6⊆ g,
then we can take forU the open of all prime ideals not containingI. So we may
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assumes < ∞. Let qi, for i = 1, . . . ,m, be the minimal prime ideals ofIA and
renumber in such way that then first ones lie ing and the remaining ones do not. It
follows thats is the minimum of the heights of theqi for i = 1, . . . , n. Therefore,
if we let U be the complement ofV(qn+1) ∪ · · · ∪ V(qm), thenht(IAp) = s, for
any overprimep of g in U , showing thatωht

I is strongly devissable. In conclusion,
by Theorem 5.2, the invariantωht

I is constructible on schemes of finite type over an
algebraically closed field.

5.2.2 Regular sequence. As above,C is a finitely generatedZ-algebra. Leta
be a (finite) tuple inC. We define a module invariantωreg

a as follows: forR a
localC-algebra andM a finitely generatedR-module, letωreg

a (M) be either one or
zero, according to whethera is anM -regular sequence or not. Here we can prove
directly that this is a constructible invariant. By induction on the length of the tuple,
we may reduce to the case that we have a single elementa ∈ C. Given a Noetherian
C-algebraA and a finitely generatedA-moduleM , one easily checks thata isMp-
regular if and only ifp belongs to the support ofM/aM andAnnA(AnnM(a)) is
not contained inp. The former is a closed condition and the latter an open, showing
thatωreg

a is a constructible invariant.

5.2.3 Hilbert series. The following example will be studied in more detail in
a future paper. LetS be the polynomial ringZ[T ] in a single variableT over the
integers. LetR be a Noetherian local ring and letM be a finitely generatedR-
module. TheHilbert seriesof M is defined as the formal power series

HM(T ) :=
∑
n

`R(mnM/mn+1M)T n,

where`R(H) denotes the length of an arbitraryR-moduleH. It is shown (see for
instance [1, Chapter 4]) thatHM is of the form

HM(T ) =
QM(T )

(1− T )h
(6)

whereQM is a polynomial overZ with QM(1) 6= 0 andh is the dimension ofM
(that is to say, the dimension ofR/AnnR(M)). The assignment ofQM to the pair
(R,M) is an example of a module invariant. It turns out that this is a constructible
invariant on schemes of finite type over an algebraically closed field.

5.2.4 Singularities. Properties of local rings or of their finitely generated mod-
ules provide also examples of invariants. This time we letS := {0, 1}. Let P be
a property of local rings (for instance, to be regular, complete intersection, Goren-
stein or Cohen-Macaulay), then we setωP(R) equal to1 or 0, according to whether

18



the local ringR does or does not have the propertyP. For each of the above men-
tioned properties, this is indeed a constructible invariant on excellent schemes, as
shown in [2, Chap. IV,§9].

Definition 5.3 (Deformations) We say that anS-valued module invariantω de-
forms well, if for eacha ∈ m − m2 which is simultaneouslyR-regular andM -
regular, we have

ω(R,M) = ω(R/aR,M/aM),

whereR is a Noetherian local ring with maximal idealm andM a finitely gener-
atedR-module. In caseω is a ring invariant, we require thatω(R) = ω(R/aR) for
everyR-regular elementa ∈ m−m2.

The following well-known result (see for instance [4,§18 Lemma 2]) is very useful
in combination with deformation.

Lemma 5.4 LetR be a ring and letM andH beR-modules. Ifa ∈ R annihilates
H and is bothR-regular andM -regular, then we have isomorphisms

TorR
i (H,M) ∼= Tor

R/aR
i (H,M/aM)

Exti
R(M,H) ∼= Exti

R/aR(M/aM,H)

Exti+1
R (H,M) ∼= Exti

R/aR(H,M/aM),

for eachi ≥ 0.

6 Betti and Bass numbers

Let R be a Noetherian local ring with residue fieldk and letM be a finitely gen-
eratedR-module. We define the Betti and Bass invariants as follows. LetωBetti

i be
the numerical invariant given as thei-th Betti number

ωBetti
i (M) := dimk TorR

i (k,M).

SupposeM has depthq. LetωBass
i be the numerical invariant given as

ωBass
i (M) := dimk Extq+i

R (k,M).

In other words,ωBass
i (M) is the (q + i)-th Bass number ofM . Note that by [4,

Theorem 16.7], we haveExtj
R(k,M) = 0, for j < q. By [6, Theorem 4.5] in con-

junction with Theorem 3.5, the Betti numbers and the Bass numbers are definable
in families. Therefore, so are the invariantsωBetti

i andωBass
i . Note that the Bass

numbers themselves cannot be constructible invariants: ifA is a Gorenstein ring
andp a prime ideal ofA, then thei-th Bass number ofp equals one, ifi is the
height ofp, and is zero otherwise. This example motivates the dimension shift in
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the definition ofωBass
i . We will show that theωBetti

i and theωBass
i are devissable as

well and therefore constructible.

Theorem 6.1 For eachi, the numerical invariantsωBetti
i andωBass

i are devissable
on excellent schemes.

Proof. For the duration of this proof, letA be an excellent ring,M a finitely gen-
eratedA-module andg a non-maximal prime ideal.

6.1.1 The following subset will be useful later on as well. LetRegg be the
collection of all prime idealsp for whichAp/gAp is either regular or zero. If we
identify Spec(A/g) with the closed subset ofSpecA consisting of all prime ideals
of A containingg, thenRegg ∩ Spec(A/g) is exactly the regular locus ofA/g.
SinceA/g is an excellent domain, this regular locus is a non-empty open subset.
On the other hand, the complement ofSpec(A/g) is contained inRegg. Therefore,
if W is any open subset containingg, thenW ∩ Regg is also open. In particular,
whenever we want to do so, we may shrink some openW containingg so that it is
entirely contained inRegg.

This has the following advantage. SupposeW is an open insideRegg containingg
and supposep ∈ W is an immediate overprime ofg. The latter means thatAp/gAp

has dimension one, and hence is a discrete valuation ring, sinceW ⊆ Regg. There-
fore, the image of any elementa ∈ p − (p2 + g) is a uniformizing parameter in
Ap/gAp. In other words, we have an equality

pAp = gAp + aAp. (7)

Moreover, supposeQ is an arbitrary finitely generatedA-module such thatQg 6= 0.
If p is not an associated prime ofQ–a condition that can be enforced by shrinking
W sinceQ has only finitely many associated primes–, then by prime avoidance, we
may assume thata isQp-regular.

6.1.2 We first treat the invariantωBetti
0 . By Nakayama’s Lemma,ωBetti

0 (Mg) is
equal toµ(Mg), the minimal number of generators ofMg. It is well known (see
for instance [4, Theorem 4.10]) that the minimal number of generators is a con-
structible invariant, whence in particular strongly devissable. Let us choose for an
arbitrary finitely generatedA-moduleQ an openGenQ,g of SpecA containingg,
such thatωBetti

0 (Qp) is constant for all overprimesp of g insideGenQ,g. This con-
stant value is of course equal toωBetti

0 (Qg). This settles the case ofωBetti
0 by taking

for open setGenM,g.

6.1.3 Before treating the remaining invariants, we need a devissage result on
depth. I claim that for each finitely generatedA-moduleQ, there exists an open set
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DepQ,g of SpecA containingg with the property that for any immediate overprime
p of g in DepQ,g, we have

depthQp = depthQg + 1.

Let us first prove the claim in caseQg has depth zero. This means thatg is an
associated prime ofQ. Therefore, there is somem ∈ Q for which AnnA(m) = g.
ChooseDepQ,g so that it does not contain any associated prime ofA, Q or N :=
Q/Am other thang. Moreover, by§6.1.1, we may chooseDepQ,g insideRegg.
Let p ∈ DepQ,g be an immediate overprime ofg. It follows that we may choose an
a ∈ p satisfying (7) which is simultaneouslyAp-regular,Qp-regular andNp-regular.
From the exact sequence

0 → Am→ Q→ N → 0

andAm ∼= A/g, we get after localizing atp and then applyingHomAp(k(p), ·), an
exact sequence

HomAp(k(p), Np) → Ext1
Ap

(k(p), Ap/gAp) → Ext1
Ap

(k(p), Qp) (8)

Sincep is not an associated prime ofN , the depth ofNp is positive. Consequently,
the left most module in (8) is zero. Using Lemma 5.4 and the fact thata is Ap-
regular, we get

Ext1
Ap

(k(p), Ap/gAp) ∼= HomAp/aAp(k(p), Ap/(gAp + aAp)).

By (7), this latter module is simplyk(p). Therefore,Ext1
Ap

(k(p), Qp) is non-zero,
by (8), showing thatQp has depth one, by [4, Theorem 16.7], as required.

Assume next thatQg has depthq > 0. Let (a1, . . . , aq) be a maximalQg-regular
sequence, withai ∈ g. Let B := A/(a1, . . . , aq)A andH := Q/(a1, . . . , aq)Q.
It follows thatHgB has depth zero. LetDepH,gB be the open subset ofSpecB
for the depth zeroB-moduleH defined above. In other words, for any immediate
overprimeP of gB insideDepH,gB, the depth ofHP is one. The canonical closed
immersionSpecB ↪→ SpecA given byP 7→ p := P ∩ A induces a bijection
between the immediate overprimes ofgB andg respectively. Since(a1, . . . , aq)
is Qg-regular, we can find an openU containingg, such that(a1, . . . , aq) is Qp-
regular, for anyp ∈ U containingg by §5.2.2. Therefore, if we letDepQ,g be the
intersection ofDepH,gB andU , then we get from [1, Proposition 1.2.10] thatQp

has depthq + 1, for every immediate overprimep of g insideDepQ,g, proving the
claim.

6.1.4 We now treat the remaining invariants simultaneously. SupposeMg has
depthq. For anyA-algebraB, let Ci(B) be either the moduleTorB

i (B/gB,M ⊗A

B) or the moduleExtq+i
B (B/gB,M ⊗A B) according to whether we are in the
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Betti case or in the Bass case. Note that ifA→ B is flat, thenCi(A)⊗B ∼= Ci(B).
Fix i ∈ N and letb be respectivelyωBetti

i (Mg) or ωBass
i (Mg). By definition,b is

the dimension ofCi(Ag) = (Ci(A))g overk(g). Therefore,b is also the minimal
number of generators ofCi(Ag). LetU be an open inside

GenCi(A),g ∩DepM,g

as defined in§6.1.2 and§6.1.3 respectively. Moreover, we can chooseU so that it
does not contain any associated prime ofA, of M or of Ci+1(A) other thang. Fix
an immediate overprimep of g in U . By the choice ofU , we have thatCi(Ap) =
(Ci(A))p is minimally generated byb elements andMp has depthq + 1. Sincep

lies in Regg, we may choose ana ∈ p satisfying (7) which is simultaneouslyAp-
regular,Mp-regular andCi+1(Ap)-regular. Let us write a bar to indicate that we
take reduction moduloa, so that for instanceA = A/aA andM = M/aM . By
Nakayama’s Lemma,Ci(Ap) is also minimally generated byb elements. I claim
that

Ci(Ap) ∼= Ci(Ap). (9)
Assuming the claim, it follows thatCi(Ap) is minimally generated byb elements.
By (7), we have an isomorphismAp/gAp

∼= k(p), so thatCi(Ap) is in fact ab-
dimensionalk(p)-vector space. More precisely, in the Betti case,Ci(Ap) is the

moduleTor
Ap

i (k(p),M p). Sincea is Ap-regular andMp-regular, Lemma 5.4 im-
plies that this latter module is isomorphic toTor

Ap

i (k(p),Mp). Combining these
isomorphisms, we get thatωBetti

i (Mp) = b. In the Bass case,

Ci(Ap) = Extq+i

Ap
(k(p),M p).

By Lemma 5.4 the right hand side is isomorphic toExtq+i+1
Ap

(k(p),Mp). SinceMp

has depthq + 1, it follows thatb = ωBass
i (Mp), as required.

6.1.5 So remains to prove isomorphism (9). Consider the exact sequence

0 →Mp
a−→Mp →M p → 0.

Applying respectively the functorAp/gAp ⊗Ap · or HomAp(Ap/gAp, ·) to this se-
quence yields part of a long exact sequence

Ci(Ap)
a−→Ci(Ap) → T

δ−→Ci+1(Ap)
a−→Ci+1(Ap).

whereT is respectivelyTor
Ap

i (Ap/gAp,M p) or Extq+i
Ap

(Ap/gAp,M p). Since mul-
tiplication bya is injective onCi+1(Ap), we get thatδ is the zero homomorphism.
It follows thatCi(Ap) ∼= T . On the other hand, sincea isAp-regular and is not con-
tained ing, we get by Lemma 5.4 an isomorphismT ∼= Ci(Ap), proving (9). 2

As an immediate corollary, we get from Theorem 6.1 and Theorem 5.2 the follow-
ing result.
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Theorem 6.2 For eachi ≥ 0, the numerical invariantsωBetti
i andωBass

i are con-
structible on schemes of finite type over an algebraically closed field. In particular,
if X is such a scheme andF is a coherentOX-module, then the points ofX for
which the Betti or the twisted Bass number ofF are equal to some fixed number
form a constructible set and only finitely many possibilities for these numbers oc-
cur.

Corollary 6.3 The invariantωProjDim assigning to a finitely generatedR-module
M its projective dimension is constructible on schemes of finite type over an alge-
braically closed field.

Proof. Note thatωProjDim takes values inN ∪ {∞}. However, for each fixed base
ringR, there are only finitely many possibilities, to wit, all values up to the dimen-
sion ofR together with∞. Using this observation in conjunction with [6, Proposi-
tion 6.3], we see thatωProjDim is definable in families.

We will show devissability for all excellent schemes; constructibility then follows
by Theorem 5.2. LetA be an excellent ring, letM be a finitely generatedA-module
and letg be a non-maximal prime ideal ofA. SupposeωProjDim(Mg) = q. If q = ∞,
thenωProjDim(Mp) = ∞, for all prime idealsp containingg, sinceMg is a localiza-
tion ofMp. Therefore, assumeq finite. By the Auslander-Buchsbaum Formula (see
[4, Theorem 19.1]),

q = depth(Ag)− depth(Mg).

By §6.1.3, if we take forU the intersectionDepA,g ∩DepM,g and if p ∈ U is an
immediate overprime ofg, thendepth(Ap) = depth(Ag) + 1 anddepth(Mp) =
depth(Mg) + 1. By another application of the Auslander-Buchsbaum Formula, we
getωProjDim(Mp) = q, as required. 2

The invariant which assigns to anR-moduleM its injective dimensioninjdim(M)
is not constructible, as the injective dimension is either infinite or equal to the depth
ofR. However, the differenceinjdim(M)−depth(R) is definable in families by [6,
Corollary 5.5] and devissable (it is either0 or∞ according to whetherM has finite
injective dimension or not), and therefore, it is constructible on schemes of finite
type over an algebraically closed field. Consequently, the locus of points on such
a schemeX for which the stalk of a coherentOX-moduleF has finite injective
dimension, is constructible. In Section 8, we will use the following result to obtain
a uniform version of Theorem 6.2.

Proposition 6.4 The numerical invariantsωBetti
i andωBass

i deform well.

Proof. Let (R,m) be a Noetherian local ring with residue fieldk andM a finitely
generatedR-module. Leta ∈ m−m2 beR-regular andM -regular. By Lemma 5.4,
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we have isomorphisms

TorR
i (M,k) ∼= Tor

R/aR
i (M/aM, k)

Exti+1
R (k,M) ∼= Exti

R/aR(k,M/aM)

for all i ≥ 0. Since the depth ofM/aM as anR/aR-module is one less than the
depth ofM as anR-module, the statement follows.2

7 Singularity defects

In this section, we study several numerical ring invariants which measure the failure
that some property holds. Using the general theory developed in the first part, we
will show that they are constructible. LetR be a Noetherian local ring with maximal
idealm.

Regularity defect. We define theregularity defectof R to be the difference be-
tween its embedding dimension and its (Krull) dimension and we denote it by
ωRegDef(R). Recall that theembedding dimensionembdimR of R is by defini-
tion the minimal number of generators of its maximal ideal, which by Nakayama’s
Lemma is equal to the dimension ofm/m2 viewed as a vector space over the residue
field k of R. Therefore, the embedding dimension is also equal toωBetti

0 (m) =
ωBetti

1 (k), wherek is the residue field ofR. By definition, a Noetherian local ring is
regular if and only ifωRegDef(R) = 0.

Complete intersection defect. We define thecomplete intersection defectof R
to be the number

ωCIDef(R) := ωBetti
2 (k)− ωBetti

1 (k)2 + ωBetti
1 (k)

2
+ dimR. (10)

It follows from [1, Theorem 2.3.3] thatωCIDef(R) is always non-negative and that
R is a complete intersection if and only ifωCIDef(R) = 0. See (17) below for an
alternative formula forωCIDef which better explains its name.

Cohen-Macaulay defect. We define theCohen-Macaulay defectof R to be the
number

ωCMDef(R) := dimR− depthR.

Note thatωCMDef(R) is always non-negative, and equal to zero precisely whenR
is Cohen-Macaulay.
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Gorenstein defect. We define theGorenstein defectof R to be the number

ωGorDef(R) := ωCMDef(R) + type(R)− 1 (11)

wheretype(R) denotes the type ofR. Recall that thetypeof R is by definition the
zero-th twisted Bass numberωBass

0 (R), that is to say, theq-th ordinary Bass number
of R, whereq is the depth ofR. SinceωBass

0 (R) is positive,ωGorDef(R) is always
non-negative and is equal to zero if and only ifωCMDef(R) = 0 andtype(R) = 1,
and this in turn is equivalent withR being Gorenstein by [1, Theorem 3.2.10].

We will refer to the above four invariants assingularity defects. The following result
in combination with Theorem 4.8 proves already the first assertion of Theorem 1.1
over an algebraically closed field.

Theorem 7.1 Each singularity defect is definable in families and deforms well.
Moreover, each singularity defect is devissable on any scheme admitting a closed
immersion into an excellent regular scheme.

Proof. Definability in families of each singularity defect follows from the results of
[6] together with Theorem 3.5. More precisely, apart from the Betti and (twisted)
Bass numbers, which were discussed in the previous section, we only need to con-
sider depth and dimension of a local algebraR. This, however, is covered by [6,
Proposition 5.1].

If a ∈ m − m2 is anR-regular element, then both embedding dimension, depth
and dimension have dropped by one forR/aR. In other words,ωRegDef(R) =
ωRegDef(R/aR) andωCMDef(R) = ωCMDef(R/aR), so thatωRegDef andωCMDef

deform well. Complete intersection defect deforms well by [1, Theorem 2.3.4].
Finally, since

Extq
R(k,R) ∼= Extq−1

R/aR(k,R/aR)

by Lemma 5.4, we gettype(R) = type(R/aR), from which it follows that also
ωGorDef deforms well.

Hence remains to prove that these singularity defects are devissable on any closed
subscheme of an excellent regular scheme. LetA be a homomorphic image of an
excellent regular ring and letg be a non-maximal prime ideal ofA. We need to find
an openU containingg, such that for any immediate overprimep of g in U , the
localizationsAg andAp have the same defect. Moreover, we will always choose
U insideRegg so that the results of§6.1.1 apply. In particular, we will take an
a ∈ p − (p2 + g) (possibly subject to some other constraints), so that equality (7)
holds. We fix the above notation and treat each singularity defect separately.

7.1.1 Regularity defect. SupposeAg has embedding dimensione. Apply the
fact thatωBetti

0 is devissable to theA-moduleM = g at the prime idealg. In other
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words, if we takeU insideGeng,g as defined in§6.1.2, then

µ(gAp) = µ(gAg) = e. (12)

Our aim is to show that

µ(pAp) = e+ 1. (13)

To this end, consider the exact sequence

0 → aAp → pAp → pAp/aAp → 0

and tensor it with the residue fieldk(p) of Ap to get an exact sequence

k(p) → pAp/p
2Ap → (pAp/aAp)⊗ k(p) → 0. (14)

The first homomorphism in this sequence is not zero sincea /∈ p2. Therefore, it
must be injective. I claim that the last module in (14) has lengthe, from which
(13) then follows. Now, in view of (7), this claim is equivalent with showing that
pAp/aAp = gAp/aAp is minimally generated bye elements. By (12), we can find
elementsa1, . . . , ae ∈ g which minimally generategAp. So we only need to verify
that they also form a minimal set of generators forgAp/aAp. If not, then after
renumbering, we would have an equation

a1 = c0a+
e∑

i=2

ciai (15)

in Ap, for someci ∈ Ap. However, froma /∈ g we getc0 ∈ gAp, so that we can
write c0 =

∑
diai for somedi ∈ Ap. Substituting this in (15) yields

0 =
e∑

i=1

(ci + dia)ai

inAp, where we letc1 := −1. By Nakayama’s Lemma, this violates the fact that the
ai minimally generategAp. Hence we showed the validity of (13). Next, we may
assume, by shrinkingU if necessary, that any overprimeq of g inU contains exactly
the same minimal prime ideals asg. In particular, sinceA is catenary, the height of
q is equal to the height ofg plus the height ofq(A/g). Applied to the immediate
overprimep, we get that the dimension ofAg is one less than the dimension ofAp.
Together with (13), this shows thatAg andAp have the same regularity defect.

7.1.2 Cohen-Macaulay defect. SupposeAg has depthq. TakeU inside the
openDepA,g defined in§6.1.3 applied withQ = A. It follows thatAp has depth
q + 1, so thatωCMDef(Ag) = h− q = ωCMDef(Ap).
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7.1.3 Gorenstein defect. Using the previous case, we only need to show that
we can maintain the type ofAg, since the sum of devissable invariants is again
devissable. Since the type is equal to the zero-th Bass number of the moduleAg,
devissability follows from Theorem 6.1 applied withM = A.

7.1.4 Complete intersection defect. One might be tempted to infer directly
from the devissability of the Betti numbers proven in Theorem 6.1 thatωCIDef is
devissable. However, the Betti numbers as they appear in (10) vary with the point:
at each point, we take a different module, to wit, the residue field of that point.
In other words, the ring invariant which assigns to a local ringR the i-th Betti
numberωBetti

i (k) of its residue fieldk is not devissable. For instance, ifi = 1 then
ωBetti

1 (k) = embdimR, which is clearly not devissable.

Therefore, we need an alternative description ofωCIDef(R). It follows from [1,
Theorem 2.3.2] that

ωCIDef(R) = ε1(R)− ωRegDef(R) (16)

whereε1(R) is the length of the first Koszul homologyH1(R) of a system of pa-
rameters ofR (this is independent from the choice of system of parameters; see [1,
§2.3]). Moreover, ifR a homomorphic imageS/a of a regular local ringS, then we
have

ε1(R) = embdimR− dimS + µ(a)

by [4, Theorem 21.1]. Putting these two equations together, we get

ωCIDef(R) = dimR− dimS + µ(a) = µ(a)− ht(a), (17)

where the last equality holds sinceS is a regular local ring.

Let B be an excellent regular ring such thatA = B/a for some ideala in B and
let f : SpecA ↪→ SpecB be the corresponding closed immersion. LetG := g ∩B
and letW be an open inSpecB containingG witnessing the strong devissability
of ωht

a proven in§5.2.1. ChooseW moreover inGena,G as given by§6.1.2 applied
to theB-modulea. LetU := f−1(W ) and letP := p ∩ B, where as beforep is an
immediate overprime ofg insideU . It follows thatP is an immediate overprime
of G insideW . Strong devissability ofωht

a gives thataBP andaBG have the same
height. On the other hand, devissability of the minimal number of generators yields
µ(aBP) = µ(aBG), showing by (17) applied withR equal to respectivelyAg =
BG/aBG andAp = BP/aBP, thatωCIDef(Ag) = ωCIDef(Ap). 2

From the proof it is clear that all singularity defects other than the complete inter-
section defect are devissable on any excellent scheme. However, the latter defect
seems to require some type of Noether normalization.
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Corollary 7.2 The invariant assigning to an affine local algebraR its first devia-
tion ε1(R) is constructible. The same is true for the invariant which assigns toR
its type.

Proof. Immediate from equalities (16) and (11), together with the following fact:
if ωi are constructible numerical invariants, then so is any polynomial expression

ω := P (ω1, . . . , ωn)

in theωi with P ∈ Z[ξ1, . . . , ξn]. To prove the latter fact, observe that theωi take
only finitely many values on each schemeX, say given by the finite subsetS of Z.
Therefore,ω−1

X (s) consists of all pointsx ∈ X, for which there existsi ∈ S with
s = P (s1, . . . , sn) andωi(x) = si, and hence is constructible.2

This raises the question whether the higher deviationsεp (that is to say, the length
of the Koszul homologiesHp(R)) are also constructible on schemes of finite type
over an algebraically closed field. Definability in families follows from [6, Theo-
rem 4.7] and the fact that we can choose a system of parameters of bounded degree
complexity. In casep = 2, we can use alternatively [1, Theorem 2.3.12] to show de-
finability in families. Moreover, assuming the devissability of the Poincare series,
it follows from the expression in [1, Theorem 2.3.12] forε2, that it is devissable
whence constructible. For the higher deviations, additional work seems to be re-
quired.

Definition 7.3 We call a subsetT of a schemeX generically devissableif, for each
generic pointη ofX which belongs toT , we can find an openU ofX containing
η, such that any immediateη-specializationy ∈ U belongs toT .

In particular, any subset omitting all the generic points is automatically generically
devissable. We call a ring invariantω generically devissable, if for each schemeX
and for each generic pointη ∈ X, the level setω−1

X (ω(η)) is generically devissable
in X.

Proposition 7.4 Letω be a ring invariant defined on the class of all excellent Coh-
en-Macaulay schemes. Ifω deforms well and is generically devissable, then it is
devissable.

Proof. In view of the local nature of the assertion, we may reduce the proof to the
following special case. LetA be an excellent Cohen-Macaulay ring andg a non-
maximal prime ideal inA. We need to show that there exists anc /∈ g, such that
ω(Ag) = ω(Ap) for every height one prime idealp in Ac/gAc.

We will prove this statement for all pairs(A, g) by induction on the heighth of g,
where the caseh = 0 holds by assumption. So assumeh > 0 and lets := ω(Ag).
SinceAg is Cohen-Macaulay, there exists anAg-regular elementx, which we may
choose moreover outsideg2. LetB := A/xA. Sinceω deforms well,ω(BgB) = s.
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SinceB is Cohen-Macaulay and sincegB has heighth−1, our induction hypothesis
implies the existence of an elementc /∈ g such thatω(BpB) = s for any height one
prime idealp in Bc/gBc = Ac/gAc. Replacingc by some multiple of it (which
corresponds to shrinking the open defined byc 6= 0), we may moreover assume by
§7.1.1, applied respectively inB andA, thatBgB andBpB have the same regularity
defect, and so doAg andAp. Moreover, by§5.2.2, we may assume thatx is Ap-
regular wheneverp belongs toAc/gAc.

Let us verify that thisc satisfies the desired properties. Take a height one prime
ideal inAc/gAc, and let us denote the corresponding immediate overprime ofg

in A by p. Sincex /∈ g2, the embedding dimension ofBgB is one less than the
embedding dimension ofAg by Nakayama’s Lemma. Hence both rings have the
same regularity defect, which is then by choice ofc also the same regularity defect
of Ap andBpB. This in turn implies that the embedding dimension ofBpB is one
less than the embedding dimension ofAp. By another application of Nakayama’s
Lemma,x /∈ p2. Sincex is Ap-regular andω deforms well,ω(Ap) = ω(BpB).
Sincep(Bc/gBc) = p(Ac/gAc) has height one, we get from our choice ofc that
ω(BpB) = s. In conclusion, we showed thatω(Ap) = s for every height one prime
in Ac/gAc. 2

8 Constructible families

So far we have been dealing with ring and module invariants, but it should be
obvious that the present techniques allow us to treat more general situations. Given
a local ringR, we call anR-algebraS a local R-algebra if S is a local ring and
R→ S is a local homomorphism.

Definition 8.1 (Relative Invariants) A mapν which assigns to a pair(R,S) a
value in a setS, whereR is a Noetherian local ring andS a Noetherian local
R-algebra, will be called arelative (S-valued ring) invariant.

One can similarly define a relative module invariant; details are left to the reader.
We say thatω is of finite type, if we moreover impose thatR is essentially of finite
type over an algebraically closed field andS is essentially of finite type overR. If
f : Y → X is a map of schemes andy a point ofY , then we write

ν(y, f) := ν(OX,x,OY,y)

wherex = f(y).

As before, thelevel setsof ν are defined for a mapY → X, as the collection of all
pointsy ∈ Y for whichν(y, f) = s, for somes ∈ S. Note that they form a partition
of Y . We call ν saturated(respectively,devissable, geometrically constructible,
constructible), if each of its level sets is. It is immediate from Theorem 4.8 that a
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relative invariant of finite type which is geometrically constructible and devissable,
is in fact constructible. As before, most invariants only behave properly on some
subcategoryC of schemes, and to emphasize this we may say thatν is defined for
schemes (or maps) inC.

For our purposes, the following construction of a relative invariant will be the only
example used in this paper. Namely, we start from anS-valued ring invariantω.
To ω, we associate a relative invariant, denotedω̃, as follows. Given a local map
(R,m) → (S, n) of Noetherian local rings, we set

ω̃(R,S) := ω(S/mS). (18)

Let us study a little closer this definition in case we have a mapf : Y → X of
schemes and a pointy ∈ Y . LetR := OX,x andS := OY,y, wherex = f(y). If m

denotes the maximal ideal inR, thenS/mS is the local ring of the fiberf−1(x) at
the pointy, and therefore

ω̃(y, f) = ω(Of−1(x),y). (19)

Proposition 8.2 Let ω be anS-valued invariant and let̃ω denote the associated
relative invariant. Ifω is strongly devissable and deforms well, thenω̃ is strongly
devissable for flat maps.

Proof. Let f : Y → X be a flat map and fix somes ∈ S. Since the property we
seek to prove is local, we may assume without loss of generality thatY = SpecB
andX = SpecA are affine. LetG be a prime ideal inB corresponding to a point
y ∈ Y and letg := G ∩A be the prime ideal corresponding tox = f(y). Since the
base changeA/g → B/gB has the same fibers asA → B, we may reduce to the
case thatg = 0. Let s := ω̃(y, f). Hence, by definition,s = ω(BG). Applying our
strong devissability hypothesis inY at the prime idealG, we can find an open set
V ⊆ Y , such that for all overprimesP of G in V , we have

s = ω(BP). (20)

LetU be a non-empty open set ofX contained inRegg as defined in§6.1.1. Letz ∈
V ∩ f−1(U) be anx-specialization and letP be the overprime ofG corresponding
to z. Hencep := P ∩ A corresponds to the pointf(z) ∈ U . Let h be the height of
p. SinceAp is regular of dimensionh, we can find a regular sequence(x1, . . . , xh)
in p such that

(x1, . . . , xh)Ap = pAp. (21)

SinceA→ B is flat,(x1, . . . , xh) is alsoBP-regular, and hence

s = ω(BP) = ω(BP/(x1, . . . , xh)BP) = ω(BP/pBP) = ω̃(z, f)

where the first equality follows from (20), the second by deformation, the third from
(21) and the final by definition of̃ω. In conclusion, we showed thatω̃ is strongly
devissable. 2
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Presumably, we can replace strong devissability by devissability and drop the flat-
ness assumption, but for our purposes, the above result suffices.

Theorem 8.3 Let ω be anS-valued invariant of finite type, which is definable in
families, devissable and deforms well. Iff : Y → X is a map of finite type of
schemes of finite type over an algebraically closed field, then there exists a finite
constructible partitionY = Ys1 ∪ · · · ∪ Ysm, indexed by elementssk ∈ S, such that
for eachy ∈ Ysk

, we have

ω(Of−1(f(y)),y) = sk.

Proof. In view of (19), all we need to do is show that the associated invariantω̃
is constructible. By [2, CorollaryIV .6.9.3], we can find a constructible partition
X = X1 ∪ · · · ∪ Xs, such that each base changef−1(Xi) → Xi is flat. Since the
local rings of the fibers off−1(Xi) → Xi and off are the same, we may therefore
pass to one of these base changes and assume from the start thatf is moreover
flat. By Theorem 5.2, the invariantω is constructible, whence in particular strongly
devissable by Theorem 4.4. Henceω̃ is strongly devissable by Proposition 8.2.

So remains to show that̃ω is geometrically constructible in view of Theorem 5.2.
Fix somes ∈ S. We need to show that the subset ofY (K) consisting of allK-
rational pointsy for which ω̃(y, f) = s, is constructible inY (K). Consider the
abstract familyR given by the commutative diagram

?

-

?
-

YY ×X Y

XY

g f

f

γ

(22)

whereγ = g is the projection onto the second coordinate. Fory ∈ Y (K), we have
γ(g−1(y)) = y. Therefore,Ry is the local ring of the fiberf−1(f(y)) at the point
y. By (19), we get̃ω(y, f) = ω(Ry). Sinceω is definable in families, the collection
of all y ∈ Y (K) for which ω̃(y, f) = s is therefore constructible, as required.2

By Proposition 6.4, the invariantsωBetti
i andωBass

i deform well and so we can apply
Theorem 8.3 to them. The same is true for the singularity defects from Section 7
in view of Theorem 7.1. In particular, this proves Theorem 1.1 over algebraically
closed fields; the case of an arbitrary base field is then covered by the arguments in
the next section. The next theorem gives a similar application of good deformation;
this time we get a constructible partition in the target space.

Theorem 8.4 Letω be anS-valued invariant of finite type. Assumeω is definable
in families, devissable and deforms well. Letf : Y → X be a map of finite type of
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schemes of finite type over an algebraically closed field. For eachx ∈ X, let

Valω(x) :=
{
ω(Of−1(x),y) | y ∈ f−1(x)

}
.

ThenValω(x) is finite.

Moreover, for an arbitrary subsetT of S, let

FT := {x ∈ X | Valω(x) = T } .

Then the partition ofX consisting of the non-empty setsFT, whereT runs through
all subsets ofS, is constructible. In particular, only finitely many finite subsetsT of
S occur as a set of the formValω(x).

Proof. By (19), we have

Valω(x) =
{
ω̃(y, f) | y ∈ f−1(x)

}
,

whereω̃ is the relative invariant associated toω. By Theorem 8.3, the collection of
(non-empty) level sets

Gs := { y ∈ Y | ω̃(y, f) = s }

of ω̃, is a constructible partition, wheres runs over all possible values ofS. In
particular, this partition is finite so that only finitely many values inS can occur.
Therefore, also eachValω(x) is finite.

Let T be a finite subset ofS. Let us write

ỸT :=
⋃
s/∈T

Gs.

Since the partition{Gs} is finite and constructible, each̃YT is constructible. I claim
that

FT =

⋂
t∈T

f(Gt)

− f(ỸT). (23)

Assuming the claim, the result then follows by Chevalley’s Theorem. To prove the
claim, assumex ∈ FT. Since thenValω(x) = T, we getω̃(y, f) ∈ T for each
y ∈ f−1(x). In other words

f−1(x) ∩
⋃
s/∈T

Gs = ∅

which shows thatx does not lie inf(ỸT). On the other hand, for eacht ∈ T =
Valω(x), we can find any ∈ Gt with f(y) = x, so thatx lies indeed in the right
hand side of (23).
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Conversely, ifx lies in the right hand side of (23), then we can find for eacht ∈ T,
a y ∈ Gt, such thatx = f(y), showing thatT ⊆ Valω(x). However, sincex does
not lie inf(ỸT), one checks that no other value inS can occur, so thatT = Valω(x),
as required. 2

SupposeP is a property of local rings, such as being regular or Cohen-Macau-
lay. We say that a schemeX has propertyP if each of its local rings has. LetωP

be the associated invariant which takes the values1 or 0 according to whether the
property holds or not. Applying Theorem 8.4 to the singletonT = {1}, we see that
the collection of all pointsx in X for which the fiberf−1(x) has propertyP, is a
constructible set whenX is of finite type over an algebraically closed field. This
yields an alternative approach to the results from [2, Chap. IV,§9].

Proof of Theorem 1.2. Let f : Y → X be of finite type over an algebraically
closed fieldK (but using the results from the next section,K can in fact be any
field) and letx be a point ofX. Supposef−1(x) is embedded as a closed subscheme
of An

k(x). Let I be the ideal defining this embedding. We need to show thatµ(I)−n
is bounded independently fromx, I or n.

Since everything is of finite type, we may assume that both schemes are affine, so
thatf corresponds to aK-algebra homomorphismA→ B of finite type. By Theo-
rem 8.3 applied to the complete intersection defectωCIDef , there is a boundD such
that, if y is a point of some fiberf−1(x), thenOf−1(x),y has complete intersection
defect at mostD. In other words,R := Bq/pBq has complete intersection defect
at mostD, whereq is the prime ideal ofB corresponding toy andp = q ∩ A the
prime ideal corresponding tox.

On the other hand, by assumption, the coordinate ringBp/pBp of f−1(x) is iso-
morphic toC/I, for C = k(p)[ξ] with ξ = (ξ1, . . . , ξn) some variables and forI
some ideal inC. Therefore,R = CQ/ICQ, whereQ = qBp ∩ C. By (17),

ωCIDef(R) = µ(ICQ)− ht(ICQ).

In particular,µ(ICQ) is at mostD+n. Since this estimate holds for any prime ideal
Q of C/I, we obtain from the Forster-Swan Theorem thatµ(I) ≤ D + n+ dimB
(use for instance [8, Corollary 3.2]).2

Applying Theorem 1.2 to the universal family of finitely generated algebras of de-
gree complexity at mostd defined in§3.4.1, we get:

Corollary 8.5 For eachd ∈ N, there exists a boundd′ ∈ N, such that for any affine
K-algebraA of degree complexity at mostd over a fieldK and for any presentation
A = K[ξ1, . . . , ξn]/I, we haveµ(I) ≤ d′ + n.
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9 Constructible invariants over arbitrary base fields

In this section, we will drop the restriction that the base fieldK is algebraically
closed. Let us call a local homomorphism(R,m) → (S, n) of Noetherian local
rings ascalar extension, if it is faithfully flat andmS = n. For some properties of
this notion, including the reason for its terminology, see [9]. For our purposes, the
following example of a scalar extension is the only one used in this paper: letA
be an algebra over a fieldK and letB := A ⊗K L be its base change over some
algebraic field extensionL of K. Then for any prime idealq of B, the localization
Ap → Bq is a scalar extension, wherep = q ∩ A. Indeed, the fibers ofA → B
are all finite sinceA→ B is integral. HencepBp is the Jacobson radical ofBp and
therefore, after localizing, we getpBq = qBq.

Definition 9.1 Let ω be anS-valued ring invariant. We say thatω is preserved
under scalar extensions, if for each scalar extensionR → S, we haveω(R) =
ω(S).

In caseω is a module invariant, then we require for each finitely generatedR-
moduleM thatω(R,M) = ω(S,M ⊗R S).

Theorem 9.2 Letω be anS-valued invariant of finite type. Supposeω is definable
in families and devissable (or, saturated). Ifω is preserved under scalar extensions,
then for every schemeX of finite type over a fieldK and every coherentOX-module
F , the (non-empty) level sets

ω−1
X,F(s) := {x ∈ X | ω(OX,x,Fx) = s }

form a constructible partition ofX.

Proof. In caseK is algebraically closed, this is just Theorem 5.2. ForK an arbitrary
field, letK denote its algebraic closure. LetX := X ×Spec K SpecK andF :=
F ⊗ OX be the base changes ofX andF overK. Let x be a point inX and
let x := π(x), whereπ : X → X denotes the canonical map. SinceK ⊆ K is
algebraic, the natural homomorphismOX,x → OX,x is a scalar extension by our
previous discussion. Preservation under scalar extensions then yields

ωX(x,F) = ωX(x,F).

It follows that
π(ω−1

X,F(s)) = ω−1
X,F(s), (24)

for all s ∈ S. By Theorem 5.2, the level sets onX are constructible. In particular,
only finitely many are non-empty. Sinceπ is surjective, it follows from (24) that
all but finitely many level sets onX are empty. Moreover, by [3, Proposition 6.F],
each level set inX is pro-constructible, since it is the image of a constructible set by
(24). In particular, since each level set is the intersection of the complements of the
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other level sets and since a finite intersection of ind-constructible sets is again ind-
constructible, it follows that each level set is also ind-constructible. Corollary 4.6
then yields that each level set is constructible.2

Proposition 9.3 The invariantsωBetti
i , ωBass

i and all the singularity defects are pre-
served under scalar extensions.

Proof. Let (R,m) → (S, n) be a flat local homomorphism withmS = n and
let M be a finitely generatedR-module. Letk be the residue field ofR. Hence
S⊗k = S/mS is the residue fieldl of S. By [4, Theorem 15.1], the invariant given
by Krull dimension, and by [4, Theorem 23.3], the invariant given by depth are both
preserved under scalar extensions. In particular,depthM = depthM ⊗R S. Since
we have isomorphisms

TorR
i (k,M)⊗R S ∼= TorS

i (l,M ⊗R S) (25)

Exti
R(k,M)⊗R S ∼= Exti

S(l,M ⊗R S), (26)

it follows that alsoωBetti
i andωBass

i are preserved under scalar extensions. As the
singularity defects are made up of dimension, depth, Betti and/or Bass numbers,
they are all preserved under scalar extensions as well.2

Proposition 9.3 together with Theorem 9.2 proves Theorem 1.1 in full.
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